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POS tagging: POS tagging is the process of assigning a pa
speech or lexical category uniquely to each word in a senten
It essentially involves the task of marking each word |
sentence with its appropriate part of speech.

It also involves the resolution of the ambiguity of POS of aem
word In the texi in contex




Rule based tagging: It is totally based on a set of rules whi
decide a relevant tag for a given word. Initially a POS tac
module assigns all possible tags to each word in a given 1ses
later a procedure involving a set of rules selectively reesoall
tags but leaving one i.e. the correct tag for each word.

It involves the formulation of context based tag assignmelas.
The rules are either handcrafted or mechanically generated




Tag set: A collection of a set of optimum number of POS tags
a given language is called a POS tag set. Each language
have its own POS classification schemes In terms of nc
verbs, adjectives, adverbs, etc.

We adopt a tag set that is developed by IL-IL MT consortiu
be applicable for all Indian languages, the tag set is d@esldo
fulfill the needs of all Indian languages. It contains 254t

covering all the majol anc minor categorie of the languag.
Ex: Noun — NN, Verb — VM, Adverb- RB, etc....




Architecture of Rule-based tagger:
Generally a rule-based tagger consists of thregpooemts.

1. Tokenizer
2. Morphological analyzer

3. Morphologicadisambiguatc




EX:

Noun mor ph analyses POS

ceruvu ceVruvu{aruvu v *AjJFArWa* 2 _e }/ ceruvu/VM

ceVruvu{meku n eka *0* }/ ceruvu/NN
ceVruvu{meku n eka *obl* }/ ceruvu/NN




Some disambiguation rulesfor illustration:

The following are some of the POS tag disambiggatirhes
used in the task:

W, =W, == W I W,
(Where W and W, a sequence of words in that order)
NN, VM::NN => NN::NN

UT, VM:: VM => UT: : VM
UT, VM :: NN => UT :: NN




Evaluation:
Overall Result: WORDS
GS POS text for comparison: 50, 094
Untagged corpus for rule based tagging: 20,154

Overall Result in Rule Based POS Tagger .
1. Identity: 17,540/20,154 = (87.02) %
2. Difference: 2614/20,154 = (12.97) %




Overall Result: Words
Training text (GS POS tagged): 50, 094
Testing corpus : 20, 154

Overall Result in HMM tagger:

1. Identity: 17,013/20,154 (84.14) ¥
2. Difference: 3141/20,154 = (15.58) %




Observations:

An HMM tagger considers the frequencies of patterns
sequence of words with their tags and computes
possibilities for assigning tags to individual words.

While tagging it doesn’t favor less frequented words h
there is a high probability that a word is restricted to onhe
categor wher it iIs ambiguou.




The Rule-Based tagger is based on the morphology and syh

the language hence there is a chance of identifying thessarm
rectifying them.

We can easily identify the problem and find a solution usimg
available linguistic knowledge. There is a possibility eaching
highel levels of accurac in cast of Rule- Base(tagge.
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